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Abstract. Bounded Model Checking (BMC) is one of the well known SAT based symbolic model checking techniques. It consists in searching for a counterexample of a particular length, and generating a propositional formula that is satisfiable iff such a counterexample exists. The BMC method is feasible for the various classes of temporal logic; in particular it is feasible for TECTL (the existential fragment of Time Computation Tree Logic) and Diagonal-free Timed Automata. The main contribution of the paper is to show that the concept of Bounded Model Checking can be extended to deal with TECTL\(_{-G}\) properties of Diagonal Timed Automata. We have implemented our new BMC algorithm, and we present preliminary experimental results, which demonstrate the efficiency of the method.

1. Introduction

Model checking is a verification technique that was originally developed for (untimed) temporal logics [8]. Its main idea is to represent a finite state system, often deriving from a hardware or software design, as a labelled transition system (model), to represent a specification (property) by a modal formula, and to check automatically whether the formula holds in the model.

Over the past few years, the interest in automated verification has been moved towards concurrent real-time systems, and now verification of such systems is an active area of research. Various classes of models for real time systems have been proposed in the literature, but Timed Automata [2] and Timed
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Petri Nets [20] are the best known ones. The properties to be verified are usually expressed either in standard temporal logics like LTL [8] and CTL [13], or in their timed versions like MITL [3] and TCTL [1]. In the paper we have decided to consider a restricted version of TCTL, since the model checking problem for branching time logics is decidable and PSPACE-complete in contrary to the model checking problem for MITL that is decidable but EXPSPACE-complete [28].

The practical applicability of the model checking method is strongly restricted by so-called the state explosion problem. Therefore, different reduction techniques were proposed to minimise models. The major methods include application of partial order reductions [9, 17, 22, 23, 32], symmetry reductions [14], abstraction techniques [10, 11], BDD-based symbolic storage methods [7, 18], and SAT-related algorithms [5, 19, 21, 30, 26, 27, 35, 34].

Bounded model checking (BMC) is one of the SAT-based (satisfiability checking) methods, and it was introduced as a technique complementary to the BDD-based symbolic model checking for LTL [5]. The main idea of BMC is to search for an execution (or a set of executions) of the system of some length \( k \) that constitutes a counterexample for a tested property. If no counterexample of length \( k \) can be found, then \( k \) is increased by one. The efficiency of this method is based upon the observation that if a system is faulty, then often examining only a (small) fragment of its state space is sufficient for finding an error. Obviously, when testing large models and complex formulae the efficiency of the BMC method is dependent on the speed of the chosen SAT solver, with which the test is carried out. As SAT checkers have progressively become more effective, the efficiency of BMC has improved, an observation experimentally demonstrated in, among others, [5, 26, 27].

In order to represent and verify real time systems it is convenient to have expressive and easy-to-use models. Timed automata with diagonal constraints (or Diagonal Timed Automata [31]) are sufficiently expressive to describe the essential aspects of time-dependent real-life problems in a variety of application domains; in particular, they are very useful for modelling scheduling problems [15]. It is known that diagonal constraints can be eliminated from diagonal timed automata, and that they do not add expressive power to diagonal-free timed automata [4]. However, a construction of diagonal-free timed automaton for a given diagonal timed automaton leads to an exponential (in the number of diagonal constraints) blowup of the number of states of the automaton, and this blowup is unavoidable. Therefore, in the present paper we deal with diagonal timed automata.

The main contribution of the paper consists in showing that the concept of Bounded Model Checking can be extended to deal with TECTL\(_{-G}\) (the existential fragment of TCTL without the modality standing for “always in the future within an interval”) properties of Diagonal Timed Automata. In particular, we show that the discretisation method [37] can be applied to model check an arbitrary TECTL\(_{-G}\) formula over Diagonal Timed Automata. Moreover, we have implemented the new BMC algorithm, and we provide some preliminary experimental results that seem to be promising.

The rest of the paper is organised as follows. In Section 2 we briefly introduce diagonal timed automata and a model for them. In Section 3 we give a syntax and semantics for TECTL\(_{-G}\) and its subsets. Section 4 contains the basic definitions and notations that are used in Section 5 to define a translation of the model checking problem for TCTL\(_{-G}\) to the model checking problem of CTL\(_y\)\(_{-G}\). In Section 6 we present a discretisation technique that is a base for our implementation of the BMC method for TECTL\(_{-G}\), defined in Section 7. In Section 8 we provide some preliminary experimental results for a modified Fischer mutual exclusion protocol, and in Section 9 we show how to tailor the BMC technique from Section 7 to a specially chosen subclass of TECTL\(_{-G}\) formulae. The last section contains a discussion of related work and final remarks.
2. Diagonal Timed Automata

To define diagonal time automata formally we need to say what type of clock constraints are allowed as guards and invariants. For a finite set of real variables $X$, called clocks, and a set of natural numbers $\mathbb{N} = \{0, 1, \ldots\}$, we define the set $C(X)$ of clock constraints over $X$ by the following grammar:

$$
cc ::= \text{true} \mid x \sim c \mid x - y \sim c \mid cc \land cc
$$

where $x, y \in X$, $c \in \mathbb{N}$ and $\sim \in \{<, \leq, =, >, \geq\}$.

A clock valuation $v$ is a total function from $X$ into the set of nonnegative real numbers $\mathbb{R}$, $\mathbb{R}^X$ denotes the set of all clock valuations. For a clock constraint $cc \in C(X)$, $\llbracket cc \rrbracket$ denotes the set of all clock valuations that satisfy $cc$. The clock valuation assigning the value $0$ to all clocks in $X$ is denoted by $v^0$.

For $v \in \mathbb{R}^X$ and $\delta \in \mathbb{R}$, the clock valuation $v + \delta$ assigns the value $v(x) + \delta$ to each clock $x \in X$. For $v \in \mathbb{R}^X$ and $Y \subseteq X$, $v[Y]$ denotes the clock valuation that assigns the value $0$ to each clock in $Y$ and leaves the values of the other clocks unchanged.

Definition 2.1. (Diagonal Timed Automaton)

Let $\mathcal{P}V$ be a set of propositional variables. A diagonal timed automaton (for short a timed automaton) is a tuple $A = (\Sigma, L, l^0, X, \mathcal{I}, R, V)$, where $\Sigma$ is a nonempty finite set of actions, $L$ is a nonempty finite set of locations, $l^0 \in L$ is an initial location, $V : L \rightarrow 2^\mathcal{P}V$ is a valuation function assigning to each location a set of atomic propositions true in that location, $X$ is a finite set of clocks, $\mathcal{I} : L \rightarrow C(X)$ is a state invariant function, and $R \subseteq L \times \Sigma \times C(X) \times 2^X \times L$ is a transition relation.

An element $(l, \sigma, cc, Y, l') \in R$ represents a transition from the location $l$ to the location $l'$ labelled with the action $\sigma$. The invariant condition allows the automaton to stay at the location $l$ as long as the constraint $\mathcal{I}(l)$ is satisfied. The guard $cc$ has to be satisfied to enable the transition. The transition resets all clocks in the set $Y$ to the value $0$.

The semantics of a timed automaton $A$ is defined by associating to it a dense model as defined below.

Definition 2.2. (Dense Model)

Let $A = (\Sigma, L, l^0, X, \mathcal{I}, R, V)$ be a timed automaton. A dense model for $A$ is a tuple $G(A) = (\Sigma \cup \mathbb{R}, Q, q^0, \tilde{V}, \rightarrow)$, where $\Sigma \cup \mathbb{R}$ is a set of labels, $Q = L \times \mathbb{R}^X$ is a set of states, $q^0 = (l^0, v^0)$ is an initial state, $\tilde{V} : Q \rightarrow 2^\mathcal{P}V$ is a valuation function such that $\tilde{V}((l, v)) = V(l)$, and $\rightarrow \subseteq Q \times (\Sigma \cup \mathbb{R}) \times Q$ is a transition relation of $G(A)$ defined by:

- Time transitions: $(l, v) \xrightarrow{\delta} (l, v + \delta)$ iff $(\forall 0 \leq \delta' \leq \delta) v + \delta' \in [\mathcal{I}(l)]$

- Action transitions: $(l, v) \xrightarrow{\sigma} (l', v')$ iff $(\exists cc \in C(X))(\exists Y \subseteq X)$ such that $v' = v[Y], (l, \sigma, cc, Y, l') \in R, v \in \llbracket cc \rrbracket$, and $v' \in [\mathcal{I}(l')]$.

Intuitively, a time transition does not change a location, but describes an equal increase in the value of all the clocks, provided that the new clock valuations still satisfy all the location invariants. An action transition corresponds to an action performed by the automaton under consideration. Following this, its location changes accordingly, and all the clocks that are associated with the action are set to zero (i.e., the ones which belong to the set $Y \subseteq X$). Obviously, the action can be performed only if the underlying enabling condition is satisfied.
The below lemma shows that for the considered set of clock constraints \( C(X) \), in the semantics of timed automata the condition of a time transition \((l, v) \xrightarrow{\delta} (l, v + \delta)\) can be replaced by the following:

\[ v \in \llbracket I(l) \rrbracket \text{ and } v + \delta \in \llbracket I(l) \rrbracket. \]

**Lemma 2.1.** Let \( cc \in C(X) \), \( v \in \mathbb{R}^X \), and \( \delta \in \mathbb{R} \). If \( v \in \llbracket cc \rrbracket \) and \( v + \delta \in \llbracket cc \rrbracket \), then for each \((0 \leq \delta' \leq \delta)\) \( v + \delta' \in \llbracket cc \rrbracket \).

**Proof:** Straightforward by induction on clock constraints. \(\Box\)

For \((l, v) \in Q\), let \((l, v) + \delta\) denote \((l, v + \delta)\). A \(q_0\)-run \( \rho \) of \( A \) is a sequence of states:

\[ q_0 \overset{\delta_0}{\rightarrow} q_0 + \delta_0 \overset{\sigma_1}{\rightarrow} q_1 + \delta_1 \overset{\sigma_1'}{\rightarrow} q_2 + \delta_2 \overset{\sigma_2}{\rightarrow} \ldots, \]

where \( q_i \in Q \), \( \sigma_i \in \Sigma \) and \( \delta_i \in \mathbb{R}_+ \) for each \( i \in \mathbb{N} \). In other words, a run is an infinite sequence of states such that action transitions are taken infinitely often and time transitions are aggregated. Notice that the semantics does not permit to perform two consecutive action transitions, that is, between each two action transitions some time must pass. This is a convenient way of representing a series of events to be taken in a continuous time.

Given a run \( \rho = q_0 \overset{\delta_0}{\rightarrow} q_0 + \delta_0 \overset{\sigma_0}{\rightarrow} q_1 \overset{\delta_1}{\rightarrow} q_1 + \delta_1 \overset{\sigma_1}{\rightarrow} q_2 \overset{\delta_2}{\rightarrow} \ldots \), we say that a run \( \rho' = q_0' \overset{\delta_0'}{\rightarrow} q_0' + \delta_0' \overset{\sigma_0'}{\rightarrow} q_1' \overset{\delta_1'}{\rightarrow} q_1' + \delta_1' \overset{\sigma_1'}{\rightarrow} q_2' \overset{\delta_2'}{\rightarrow} \ldots \) is a suffix of \( \rho \) if there exists \( i \in \mathbb{N} \) such that \( q_0 = q_i \) and \( \sigma_i' = \sigma_{i+j} \) and \( \delta_j' = \delta_{i+j} \) for each \( j \in \mathbb{N} \).

In line with much of the literature of the real life systems we make the assumption that a system under consideration runs continuously without termination. This requirement is normally expressed by distinguishing between **discrete progress** and **time progress**. Under discrete progress we allow for action transitions to happen infinitely often, that is, no state occurs without action successors. Under time progress one assumes that time may pass without an upper bound; this is usually formalised by the notion of **non-zeno** runs.

Formally, an infinite run \( \rho \) is said to be **non-zeno** if \( \Sigma_{i \in \mathbb{N}} \delta_i \) is unbounded. An infinite run \( \rho \) is said to be **zeno** if \( \Sigma_{i \in \mathbb{N}} \delta_i \) is bounded by some real value. As an example, consider the automaton shown in Figure 1. Its \( q_0\)-run \( (q_0,0) \xrightarrow{a} (q_0,1) \xrightarrow{a} (q_0,1) \xrightarrow{0.5} (q_0,1.5) \xrightarrow{a} (q_0,1.5) \xrightarrow{0.25} (q_0,1.75) \xrightarrow{a} (q_0,1.75) \xrightarrow{0.125} (q_0,1.875) \xrightarrow{a} (q_0,1.875) \xrightarrow{0.0625} \ldots \) is zeno. On the other hand the following \( q_0\)-run \( (q_0,0) \xrightarrow{b} (q_0,1) \xrightarrow{b} (q_1,1) \xrightarrow{a} (q_1,2) \xrightarrow{c} (q_1,0) \xrightarrow{1} (q_1,1) \xrightarrow{c} (q_1,0) \xrightarrow{1} (q_1,1) \xrightarrow{c} \ldots \) is non-zeno.

![Figure 1](image-url)

**Figure 1.** An example of non-time progressive timed automaton.

We say that \( A \) is **time-progressive** iff all its \( q^0 \)-runs are non-zeno. For easiness of presentation, we consider only time-progressive timed automata; note that time-progressiveness can be checked as in[31].
3. Time Computation Tree Logic without $G$

In this section, we formally present a syntax and semantics of TCTL$_{-G}$, a fragment of Time Computation Tree Logic (TCTL) [1] that does not include the modality for “always in the future within some interval”.

**Syntax.** Let $\mathcal{PV}$ be a set of propositional variables containing the symbol $\top$ (denoting the constant “true”), and $I$ an interval in $\mathbb{R}$ with integer bounds of the form $[n, n']$, $(n, n')$, $(n, n']$, $(n, \infty)$, and $(n, \infty)$, for $n, n' \in \mathbb{N}$. For $p \in \mathcal{PV}$, the set of TCTL$_{-G}$ formulae is defined by the following grammar:

$$\varphi ::= p \mid \neg p \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid E(\varphi) \mid A(\varphi)$$

The other basic operators are defined as usual: $\bot \triangleq \neg \top$, $\alpha \Rightarrow \beta \triangleq \neg \alpha \lor \beta$, $\alpha \equiv \beta \triangleq (\alpha \Rightarrow \beta) \land (\beta \Rightarrow \alpha)$, $E\alpha \triangleq E(\top U \alpha)$, $A\alpha \triangleq A(\top U \alpha)$.

TECTL$_{-G}$ is a fragment of TCTL$_{-G}$ such that the temporal formulae are restricted to the Boolean combination of $E(\alpha U \beta)$ only. Similarly, TACTL$_{-G}$ is a fragment of TCTL$_{-G}$ such that the temporal formulae are restricted to the Boolean combination of $A(\alpha U \beta)$ only.

**Semantics.** Let $\mathcal{A} = (\Sigma, L, i^0, X, I, R, \nu)$ be a timed automaton, $G(\mathcal{A}) = (\Sigma \cup \mathbb{R}, Q, q^0, \tilde{\nu}, \rightarrow)$ a dense model for $\mathcal{A}$, $\rho = q_0^0 \delta_0 \rightarrow q_0^1 \delta_0 \rightarrow q_1 \delta_1 \rightarrow q_1 + \delta_1 \rightarrow q_2 \delta_2 \rightarrow \ldots$ a run of $\mathcal{A}$ such that $q_t \in Q$ and $\delta_t \in \mathbb{R}_+$ for all $i \in \mathbb{N}$, and $f_{\mathcal{A}}(q_0)$ denote the set of all such $q_0$-runs that are suffixes of the $q_0$-runs. In order to define a satisfaction relation for TCTL$_{-G}$, we define the notion of a dense path $\pi_\rho$ corresponding to run $\rho$. This can be done in an unique way because of the assumption that $\delta_t \in \mathbb{R}_+$. First, let $\text{id}x(\rho, r)$ be the greatest $i \in \mathbb{N}$ such that $\Sigma_{j=0}^{i-1} \delta_j \leq r$. Notice that for $i = 0$ we set $\Sigma_{j=0}^{i-1} \delta_j = 0$. So, for $r \leq \delta_0$, $\text{id}x(\rho, r) = 0$. Now, a dense path $\pi_\rho$ corresponding to $\rho$ is a mapping from $\mathbb{R}$ to the set of states $Q$ such that $\pi_\rho(r) = q_i + r - \Sigma_{j=0}^{i-1} \delta_j$ where $i = \text{id}x(\rho, r)$.

**Definition 3.1.** (Satisfaction)

Let $G(\mathcal{A}) = (\Sigma \cup \mathbb{R}, Q, q^0, \tilde{\nu}, \rightarrow)$ be a dense model, $q$ a state, and $\alpha$, $\beta$ TCTL$_{-G}$ formulae. The satisfaction relation $\models$, which indicates truth of a formula in the dense model $G(\mathcal{A})$ at state $q$, is defined inductively as follows:

- $G(\mathcal{A}), q \models p$ iff $p \in \tilde{\nu}(q)$,
- $G(\mathcal{A}), q \models \alpha \lor \beta$ iff $G(\mathcal{A}), q \models \alpha$ or $G(\mathcal{A}), q \models \beta$,
- $G(\mathcal{A}), q \models \neg p$ iff $p \notin \tilde{\nu}(q)$,
- $G(\mathcal{A}), q \models \alpha \land \beta$ iff $G(\mathcal{A}), q \models \alpha$ and $G(\mathcal{A}), q \models \beta$,
- $G(\mathcal{A}), q \models E(\alpha U \beta)$ iff $(\exists \rho \in f_{\mathcal{A}}(q))(\exists r \in I)[G(\mathcal{A}), \pi_\rho(r) \models \beta$ and $(\forall r' < r) G(\mathcal{A}), \pi_\rho(r') \models \alpha]$,
- $G(\mathcal{A}), q \models A(\alpha U \beta)$ iff $(\forall \rho \in f_{\mathcal{A}}(q))(\exists r \in I)[G(\mathcal{A}), \pi_\rho(r) \models \beta$ and $(\forall r' < r) G(\mathcal{A}), \pi_\rho(r') \models \alpha]$.

We end the section by defining the notion of validity in a dense model and defining formally the model checking problem.

A TCTL$_{-G}$ formula $\varphi$ is valid in a dense model $G(\mathcal{A})$ (denoted by $G(\mathcal{A}) \models \varphi$) iff $G(\mathcal{A}), q^0 \models \varphi$, i.e. $\varphi$ is true at the initial state of the dense model $G(\mathcal{A})$; checking validity for given $G(\mathcal{A})$ and $\varphi$ is called the model checking problem.
4. Equivalence of Clock Assignments and Region Graph

Consider a system that is described by a timed automaton $\mathcal{A}$. By Definition 2.2, the dense model $G(\mathcal{A})$ has infinitely many states, however, not all of these states are distinguishable by TCTL$_{-G}$, which is interpreted over $G(\mathcal{A})$. Namely, if two states agree on the integral parts of all the clock values, and also on the ordering of the fractional parts of all the clocks, then the computation trees rooted at these two states cannot be distinguished by TCTL$_{-G}$ formulae. The integral parts of the clocks in a state are needed to determine whether or not a particular enabling condition is met, whereas the ordering of the fractional parts is needed to decide which clock will change its integral part first. For example, if two clocks $x$ and $y$ are between 0 and 1 in a state, then whether or not a transition with enabling condition $x \geq 1$ can be followed by a transition with enabling condition $y \geq 1$, depends on whether or not the state satisfies $x < y$. Now we formalise the above.

**Definition 4.1. (Weak Region Equivalence)**

Let $\mathcal{A} = (\Sigma, L, l^0, X, I, R, V)$ be a timed automaton, and for any $t \in \mathbb{R}$, let $\langle t \rangle$ denote the fractional part of $t$ and $\lfloor t \rfloor$ its integral part. A relation $\cong \subseteq \mathbb{R}^X \times \mathbb{R}^X$, called weak region equivalence [37], is defined as follows. For two clock valuations $u$ and $v$ in $\mathbb{R}^X$, we say that $u \cong v$ iff all the following conditions hold:

E1. $\lfloor u(x) \rfloor = \lfloor v(x) \rfloor$, for all $x \in X$,
E2. $\langle u(x) \rangle = 0$ iff $\langle v(x) \rangle = 0$, for all $x \in X$,
E3. $\langle u(x) \rangle < \langle u(y) \rangle$ iff $\langle v(x) \rangle < \langle v(y) \rangle$, for all $x, y \in X$.

Note that the condition E3 implies the following condition:

E4. $\langle u(x) \rangle = \langle u(y) \rangle$ iff $\langle v(x) \rangle = \langle v(y) \rangle$, for all $x, y \in X$

The relation $\cong$ partitions $\mathbb{R}^X$ into zones denoted by $Z$, $Z'$, and so on; the set of all the zones is denoted by $Z(|X|)$. Observe that the relation $\cong$ has an infinite index, so the set $Z(|X|)$ is infinite.

To perform a TCTL$_{-G}$ model checking algorithm efficiently, we need to consider a more coarser model than the dense one. A region graph (RG), as defined below, can be viewed as such a model.

**Definition 4.2. (Region Graph)**

Let $\mathcal{A} = (\Sigma, L, l^0, X, I, R, V)$ be a timed automaton. A Region graph for $\mathcal{A}$ is a tuple $M_{rg} = (\Sigma \cup \{\tau\}, Q_{rg}, q^0_{rg}, V_{rg}, \delta_{rg})$, where $Q_{rg} = L \times Z(|X|)$ is a set of states called regions, $q^0_{rg} = (l^0, \{v^0\})$ is an initial region, $V_{rg} : Q_{rg} \rightarrow 2^{DV}$ is a valuation function defined by: $V_{rg}(l, Z) = V(l)$, and $\delta_{rg} : Q_{rg} \times (\Sigma \cup \{\tau\}) \times Q_{rg}$ is defined by:

- Time transition: $(l, Z) \xrightarrow{\delta_{rg}} (l, Z')$ iff there exist $v \in Z$ and $v' \in Z'$ such that
  a.) $(l, v) \xrightarrow{\delta'} (l, v')$ for some $\delta' \in \mathbb{R}^+$, and
  b.) if $(l, v) \xrightarrow{\delta''} (l, v''')$ with $\delta', \delta'' \in \mathbb{R}^+$, and $(l, Z'') \in Q_{rg}$ for some $Z''$ such that $v'' \in Z''$, then $v \cong v''$ or $v'' \cong v'$.
• Action transition: For any \( \sigma \in \Sigma \), \((l, Z) \xrightarrow{\alpha} (l', Z')\) iff there exists \( Z'' \) such that \((l, Z) \xrightarrow{\tau} (l, Z'')\) and there exist \( v \in Z'' \) and \( v' \in Z'\) such that \((l, v) \xrightarrow{\sigma} (l', v')\).

Observe that since the set \( Z([X]) \) is infinite, so the set \( Q_{rg} \). Note also that the case (b) of the definition of the time transition is necessary to preserve validity of the TCTL\(_G\) formulae of the form \( E(\alpha U_I \beta) \) and \( A(\alpha U_I \beta) \) over the region graph. This will be shown below. Let us start by extending the equivalence relation \( \cong \) to an equivalence relation over the set of states of the dense model, and proving some auxiliary lemmas 4.1- 4.4.

**Definition 4.3.** For any \((l, u)\) and \((l', u')\) in \( Q \), we say that \((l, u) \cong (l', u')\) iff \( l = l'\) and \( u \cong u'\).

**Lemma 4.1.** Let \( X \) be a set of clocks, and \( u, v \in \mathbb{R}^X \) be clock valuations such that \( u \cong v \). For any clock constraint \( c \in C(X) \), \( u \in [c] \) iff \( v \in [c] \).

**Proof:** Straightforward induction on clock constraints. \( \square \)

**Lemma 4.2.** Let \( u, v \) be clock valuations such that \( u \cong v \). For every \( \delta \in \mathbb{R} \) there exists \( \delta' \in \mathbb{R} \) such that \( u + \delta \cong v + \delta' \).

**Proof:** We omit the proof as it is analogous to the proof of the Lemma 4.3 of [36] \( \square \)

**Lemma 4.3.** Let \( \sigma \in \Sigma \), and \( q_1, q_2 \) be states such that \( q_1 \cong q_2 \). For each state \( q_3 \) such that \( q_1 \xrightarrow{\sigma} q_3 \) there exists a state \( q_4 \) such that \( q_2 \xrightarrow{\sigma} q_4 \) and \( q_3 \cong q_4 \).

**Proof:** Straightforward, by using Lemma 4.1. \( \square \)

**Lemma 4.4.** Let \( q_0, q_0' \) be two states such that \( q_0 \cong q_0' \), and \( \rho \) be a run \( q_0 \xrightarrow{\delta_0} q_0 + \delta_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\delta_1} q_1 + \delta_1 \xrightarrow{\sigma_1} q_2 \xrightarrow{\delta_2} \ldots \) of \( G(A) \). There exists a run \( \rho' \) of \( G(A) \) such that \( \pi_{\rho'}(0) = q_0' \), and for every \( r \in \mathbb{R} \), \( \pi_{\rho}(r) \cong \pi_{\rho'}(r) \).

**Proof:** Straightforward, by using Lemmas 4.2 and 4.3. \( \square \)

We can now show that all the states that belong to the same region satisfy the same set of TCTL\(_G\) formulae. In fact, we could show that Lemma 4.5 holds for the whole TCTL language, however since in the paper we are interested in the TCTL\(_G\) fragment of TCTL, we will prove the lemma for this fragment only.

**Lemma 4.5.** Let \( A \) be a timed automaton, \( \varphi \) a TCTL\(_G\) formula, \( G(A) \) a dense model for \( A \), \( l \) a location, and \( u, v \) two clock valuations such that \( u \cong v \). Then, \( G(A), (l, u) \models \varphi \) iff \( G(A), (l, v) \models \varphi \).

**Proof:** [Induction on the length of TCTL\(_G\) formulae]. It is easy to see that the thesis holds for all the propositional variables and for all the negations of propositional variables. If \( \varphi \) is of the form \( \alpha \lor \beta \) or \( \alpha \land \beta \), then the proof of the thesis is straightforward. It remains to prove that the thesis holds for formulae of the form \( E(\alpha U_I \beta) \) and \( A(\alpha U_I \beta) \).


Consider a formula $\varphi$ to be of the form $E(\alpha U_{\beta})$ and suppose that $G(A), q \models E(\alpha U_{\beta})$. By Definition 3.1 we have that for some run $\rho \in f_A(q)$ there exists $r \in I$ such that

$$G(A), \pi_\rho(r) \models \beta \quad \text{and} \quad (\forall r' < r) \quad G(A), \pi_\rho(r') \models \alpha$$

By Lemma 4.4 there exists a run $\rho' \in f_A(q')$ such that for every $r \in \mathbb{R}$, $\pi_\rho(r) \cong \pi_{\rho'}(r)$. Thus, by the induction hypotheses $G(A), \pi_{\rho'}(r) \models \beta$ and $(\forall r' < r) \quad G(A), \pi_{\rho'}(r') \models \alpha$. Hence it follows that $G(A), q' \models E(\alpha U_{\beta})$.

The proof of the case $A(\alpha U_{\beta})$ is analogous. \hfill $\square$

5. Translation from $\text{TCTL}_{-G}$ to $\text{CTL}_{-G}^y$

Here, we show how to translate the model checking problem for $\text{TCTL}_{-G}$ to the model checking problem for $\text{CTL}_{-G}^y$, a logic defined later on. The idea of the translation is taken from [1], and consists in encoding all the time intervals appearing in the $\text{TCTL}_{-G}$ formula under consideration by propositional variables.

Formally, given a timed automaton $A = (\Sigma, L, I_0, X, I, R, V)$, and a $\text{TCTL}_{-G}$ formula $\varphi$, we first construct a new timed automaton $A_{\varphi}$, and a $\text{TCTL}_{-G}^y$ formula $\psi$, the following way:

- $\Sigma' = \Sigma \cup \{\sigma_y\}$, $L' = L$, $I_0' = I_0$, $X' = X$, and $V' = V$. A new clock $y$ corresponds to all the time intervals appearing in $\varphi$; one clock is sufficient to perform the bounded model checking algorithm that is proposed in the next section, however, other model checking methods can require one clock per one time interval appearing in the $\text{TCTL}_{-G}$ formula under consideration.

- $R' = R \cup \{(l, \sigma_y, true, \{y\}, l) \mid l \in L\}$. The new transitions are used to reset the new clock $y$, and so to start the runs over which sub-formulae of $\varphi$ are checked.

Next, we extend the set of propositional variables $PV$ into the set $PV' = PV \cup PV_{\varphi} \cup \{p_b\}$, where $PV_{\varphi} = \{p_{y \in I} \mid I \text{ is a time interval in } \varphi\}$ and $p_b$ is a proposition variable representing so called boundary regions; a region $(l, Z)$ is called boundary if for each $\delta \in \mathbb{R}_+$ and each $v \in Z$, $(v, v + \delta) \not\in \Sigma$. Then, we construct the region graph $M_{\varphi} = (\Sigma \cup \{\tau\}, Q_{\varphi}, q_{0\varphi}, \bar{V}_{\varphi}, \rightarrow_{\varphi})$ for $A_{\varphi}$ such that $\bar{V}_{\varphi} : Q_{\varphi} \rightarrow 2^{PV'}$, $M_{\varphi}, (l, Z) \models p_{y \in I}$ iff there exists $v \in Z$ such that $v(y) \in I$, and $M_{\varphi}, (l, Z) \models p_b$ iff there exists $x \in X$ such that for all $v \in Z$, $(v(x)) = 0$. Finally, we translate the $\text{TCTL}_{-G}$ formula $\varphi$ into a $\text{CTL}_{-G}^y$ formula $\psi = cr(\varphi)$ in such a way that the model checking of $\varphi$ over the dense model for $A$ can be reduced to the model checking of $\psi$ over the region graph for $A_{\varphi}$. In order to describe this translation formally, first we have to define the $\text{CTL}_{-G}^y$ language.

For $p \in PV'$, the set of $\text{CTL}_{-G}^y$ formulae $WF$ is defined by the following grammar:

$$\alpha ::= p \mid \neg p \mid \alpha \land \alpha \mid \alpha \lor \alpha \mid E_y(\alpha U \alpha) \mid A_y(\alpha U \alpha)$$

The $\text{CTL}_{-G}^y$ language is interpreted over the region graph for $A_{\varphi}$ as defined below.

Definition 5.1. (Satisfaction for $\text{CTL}_{-G}^y$)

Let $M_{\varphi} = (\Sigma \cup \{\tau\}, Q_{\varphi}, q_{0\varphi}, \bar{V}_{\varphi}, \rightarrow_{\varphi})$ be the region graph for $A_{\varphi}$, $q \in Q_{\varphi}$, $\alpha$, $\beta$ formulae of $\text{CTL}_{-G}$, $\rightarrow_A$ denote the part of $\rightarrow_{\varphi}$, where transitions are labelled with elements of $\Sigma \cup \{\tau\}$, and $\rightarrow_y$ denote the transitions that reset the clock $y$. A path $\pi$ in $M_{\varphi}$ is a sequence $(q_0, q_1, \ldots)$ of states such that
\( q_i \to A q_{i+1} \) for each \( i \in \mathbb{N} \), and \( \Pi(s) \) denotes the set of all the paths starting at \( q \) in \( M_{rg} \). The satisfaction relation | is defined inductively as follows:

\[
M_{rg}, q \models p \quad \text{iff} \quad p \in \bar{V}_{rg}(q), \\
M_{rg}, q \models \neg p \quad \text{iff} \quad p \not\in \bar{V}_{rg}(q), \\
M_{rg}, q \models \alpha \lor \beta \quad \text{iff} \quad M_{rg}, q \models \alpha \quad \text{or} \quad M_{rg}, q \models \beta, \\
M_{rg}, q \models \alpha \land \beta \quad \text{iff} \quad M_{rg}, q \models \alpha \quad \text{and} \quad M_{rg}, q \models \beta, \\
M_{rg}, q \models \exists y \in Q_{rg}(q) q \to \neg y q' \quad \text{and} \quad \exists \pi \in \Pi(q') (\exists m \geq 0) [M_{rg}, \pi(m) \models \beta \quad \text{and} \quad \forall j < m) M_{rg}, \pi(j) \models \alpha] \}, \\
M_{rg}, q \models \forall y \in Q_{rg}(q) q \to \neg y q' \quad \text{and} \quad \forall \pi \in \Pi(q') (\exists m \geq 0) [M_{rg}, \pi(m) \models \beta \quad \text{and} \quad \forall j < m) M_{rg}, \pi(j) \models \alpha] \}, \\
\]

A CTL\(^Y\)_\( G \) formula \( \varphi \) is valid in \( M_{rg} \) (denoted \( M_{rg} \models \varphi \)) iff \( M_{rg}, q^0_{rg} \models \varphi \), i.e., \( \varphi \) is true at the initial state of \( M_{rg} \).

Having defined the CTL\(^Y\)_\( G \) logic, we can now introduce the translation mentioned above.

**Definition 5.2. (Translation)**

Let \( \varphi \) be a TCTL\(-G\) formula. \( \varphi \) is translated inductively into the CTL\(^Y\)_\( G \) formula \( \text{cr}(\varphi) \) as follows:

1. \( \text{cr}(p) = p \) for \( p \in \mathcal{P}V' \)
2. \( \text{cr}(\neg p) = \neg \text{cr}(p) \) for \( p \in \mathcal{P}V' \)
3. \( \text{cr}(\alpha \lor \beta) = \text{cr}(\alpha) \lor \text{cr}(\beta) \)
4. \( \text{cr}(\alpha \land \beta) = \text{cr}(\alpha) \land \text{cr}(\beta) \)
5. \( \text{cr}(E(\alpha U \beta)) = E_y(\text{cr}(\alpha)U(\text{cr}(\beta) \land p_y \in I \land (p_v \lor \text{cr}(\alpha)))) \)
6. \( \text{cr}(A(\alpha U \beta)) = A_y(\text{cr}(\alpha)U(\text{cr}(\beta) \land p_y \in I \land (p_v \lor \text{cr}(\alpha)))) \)

It is clear how to translate the TCTL\(-G\) formulae that are either disjunction or conjunction of the TCTL\(-G\) formulae. The same concerns the proposition variables and their negations. To translate the TCTL\(-G\) formulae of the form \( E(\alpha U \beta) \) we have to ensure that:

a.) there exists a path \( \pi = (s_0, \ldots, s_i, \ldots) \) in the region graph for \( A_\varphi \) that starts at a state with the value of the clock \( y \) equal to zero; this is expressed by the quantifier \( E_y \).

b.) there is a state \( s_i = (l, v) \) on the path \( \pi \) such that \( v(y) \in I \) and the translation of \( \beta \) holds in this state; this is expressed by the requirement \( \text{cr}(\beta) \land p_y \in I \).

c.) the translation of \( \alpha \) holds in all the states \( s_j \) on the path \( \pi \), for \( j < i \); this is expressed by employing the standard until operator, i.e., \( \text{cr}(\alpha)U(\text{cr}(\beta) \land p_y \in I) \).

To understand the conjunct \( p_v \lor \text{cr}(\alpha) \) notice that we have to take into consideration the shape of a region in which \( \text{cr}(\beta) \) holds. Namely, if this region is not boundary, then its borders are open, and therefore each state belonging to the region has some time predecessors that also belong to the same region. Thus, if we require that \( E(\alpha U \beta) \) holds, then \( \text{cr}(\alpha) \) holds continuously until \( \text{cr}(\beta) \), and \( \text{cr}(\alpha) \) must hold at all the states of the region where \( \text{cr}(\beta) \) holds; this is expressed by the condition \( p_v \lor \text{cr}(\alpha) \) put in conjunction with \( \text{cr}(\beta) \land p_y \in I \).
To translate the TCTL\textsubscript{−G} formulae of the form \( A(\alpha U_1 \beta) \) we proceed in a similar way as in the case of \( E(\alpha U_1 \beta) \). The only difference is in point (a), i.e., we have to ensure that for all the paths \( \pi = (s_0, \ldots, s_i, \ldots) \) in the region graph for \( A_\emptyset \) that starts at a state with the value of the clock \( y \) equal to zero.

The following lemma shows that validity of the TCTL\textsubscript{−G} formula \( \varphi \) over the model for \( A \) is equivalent to the validity of the corresponding CTL\textsuperscript{y} formula \( \text{ct}(\varphi) \) over the region graph for \( A_\emptyset \) with the extended valuation function.

**Lemma 5.1.** Let \( A \) be a timed automaton, \( G(A) \) a dense model for \( A \), \( \varphi \) TCTL\textsubscript{−G} formula, and \( M_{rg} \) the region graph for \( A_\emptyset \). Further, let \( v|X \) denote the restriction of the valuation \( v \) to the set \( X \), \( (l, v|X) \)
\( X \triangleq (l, v|X) \), and for any state \((l, v)|X \in Q\), \([l, v]\) denote the equivalence class of \((l, v)\) induced by the relation \( \triangleq \). Then, \( G(A), (l, v)|X \models \varphi \) if \( M_{rg}, (l, v) \models \text{ct}(\varphi) \).

**Proof:** [Induction on the length of formulae]
(“Left-to-right”) It is obvious that the thesis holds for all the propositional variables and their negations. Next, assume that the hypothesis holds for all the proper sub-formulae of \( \varphi \). If \( \varphi \) is equal to either \( \alpha \land \beta \) or \( \alpha \lor \beta \), then it is easy to check that the lemma holds. Consider \( \varphi \) to be of the following forms:

- \( \varphi = E(\alpha U_1 \beta) \). By Definition 3.1, we have that \( G(A), (l, v)|X \models E(\alpha U_1 \beta) \) if
  \[ (\exists \rho \in f_\emptyset([(l, v)|X]))(\forall r \in I)[G(A), \pi_\rho(r) | \models \beta \land (\forall r' < r) G(A), \pi_\rho(r') | \models \alpha] \]  \( (1) \)

By the definition of run we have that \( \rho \) must be of the following form:
\[ (l_0, v_0) \xrightarrow{\delta_0} (l_0, v_0) + \delta_0 \xrightarrow{(\varnothing_0)} (l_1, v_1) + \delta_1 \xrightarrow{(\varnothing_1)} (l_1, v_1) + \delta_1 \xrightarrow{(\varnothing_1)} (l_2, v_2) + \delta_2 \xrightarrow{} \ldots \]  \( (2) \)
where \( (l_0, v_0) = (l, v) \mid X \), and \( \delta_i \in \mathbb{R}_+ \) for all \( i \geq 0 \). Since \( \rho \) is progressive, we have that \( r = \sum_{j=0}^{i-1} \delta_j + \delta \) for some \( 0 \leq \delta < \delta_i \) and \( i \geq 0 \). Consider the following "augmented" run \( \rho^* \):
\[ (l_0, v_0^*) \xrightarrow{\delta_0} (l_0, v_0^*) + \delta_0 \xrightarrow{(\varnothing_0)} (l_1, v_1^*) + \delta_1 \xrightarrow{(\varnothing_1)} (l_1, v_1^*) + \delta_1 \xrightarrow{(\varnothing_1)} (l_2, v_2^*) + \delta_2 \xrightarrow{} \ldots \]  \( (3) \)
where \( (\forall i \geq 0)(\forall x \in X' \setminus \{y\}) v_i^*(x) = v_i(x) \), and \( v_0^*(y) = 0 \) and \( (\forall i > 0) v_i^*(y) = \sum_{j=0}^{i-1} \delta_j \).

It is easy to notice that \( \rho^* \) is a run of \( A_\emptyset \). Now, since the clock \( y \) cannot be reset along \( \rho^* \), it we have that \( r = v_i^*(y) + \delta \), which implies that \( p_{y \in I} \in \hat{V}(\pi_{\rho^*}(r)) \). Consider the following path:
\[ \pi = [(l_0, v_0^*)], [(l_0, v_0^*) + \delta_0^1], \ldots, [(l_0, v_0^*) + \delta_0^{\alpha_0}], [(l_1, v_1^*)],
[(l_1, v_1^*) + \delta_1^1], \ldots, [(l_1, v_1^*) + \delta_1^{\alpha_1}], [(l_2, v_2^*)], \ldots \]
\[ [(l_{i-1}, v_{i-1}^*)], [(l_{i-1}, v_{i-1}^*) + \delta_{i-1}^1], \ldots, [(l_{i-1}, v_{i-1}^*) + \delta_{i-1}^{\alpha_{i-1}}], [(l_i, v_i^*)],
[(l_i, v_i^*) + \delta_i^1], \ldots, [(l_i, v_i^*) + \delta_i^{\alpha_i}], [(l_{i+1}, v_{i+1}^*)], \ldots \]
with \( \delta_i = \sum_{j=0}^{n_i-1} \delta_i^j \), \( \delta_i^j \in (0, 1) \), and for all \( j \in \{0, \ldots, n_i-1\} \) either \((l_i, v_i^* + \delta_i^j) \triangleq (l_i, v_i^* + \delta_i^{j+1}) \) or \( [l_i, v_i^* + \delta_i^j] \xrightarrow{\delta_{rg}} [l_i, v_i^* + \delta_i^{j+1}] \), and \( \pi(k) = [\pi_{\rho^*}(r)] \) for
\[ k = \begin{cases} \sum_{j=0}^{i-1} n_j, & \delta = 0 \\ \sum_{j=0}^{i-4} n_j + n_\delta, & \delta > 0 \end{cases} \]
By the construction of the path $\pi$, we have that $\pi$ is a valid path of $M_{rg}$ and $p_y \in \tilde{V}_{rg}(\pi(k))$ (note that $p_y \in \tilde{V}(\pi_{\rho'_r}(r)))$.

Now, consider the following two cases:

A. Let $[\pi_{\rho'_r}(r)]$ be a boundary region. Since $[\pi_{\rho'_r}(r)]$ is boundary, by the definition of the valuation function $\tilde{V}_{rg}$ we have that $pb \in \tilde{V}_{rg}(\pi(k))$. Further, since (1) holds, by the induction assumption, the construction of $\pi$ and Lemma 4.5, we have that $M_{rg}, \pi(k) \models cr(\beta)$ and $M_{rg}, \pi(j) \models cr(\alpha)$ for all $j < k$.

B. Let $[\pi_{\rho'_r}(r)]$ be a non-boundary state. Then, since the interval $I$ is of the form $[a, b)$, $(a, b)$, $(a, b)$, $(a, b)$, $(a, \infty)$, or $(a, \infty)$ for $a$, $b \in \mathbb{N}$, we have that there exists $r' < r$ such that $\pi_{\rho'_r}(r) \cong \pi_{\rho'_r}(r')$. Thus, since (1) holds, by Lemma 4.5 we have that $G(A)$, $\pi_{\rho'_r}(r) \models \alpha$.

Further, by the induction assumption and the construction of $\pi$ we have that $M_{rg}, \pi(k) \models cr(\beta)$ and $M_{rg}, \pi(j) \models cr(\alpha)$ for all $j \leq k$.

Further, it is easy to see that $[[l, v]] \rightarrow_{rg} \pi(0)$. Therefore, by the definition of the satisfaction relation for CTL$_{\neg G}$ formulae, we conclude that $M_{rg}, [[l, v]] \models cr(\varphi)$.

- $\varphi = A(\alpha U_l \beta)$. The proof is similar to the $EU_l$ case.

("Right-to-left") It is obvious that the thesis holds for all the propositional variables and their negations. Next, assume that the hypothesis holds for all the proper sub-formulae of $\varphi$. If $\varphi$ is equal to either $\alpha \land \beta$ or $\alpha \lor \beta$, then it is easy to check that the lemma holds. Consider $\varphi$ to be of the following forms:

- $\varphi = cr(E(\alpha U_l \beta))$. By definitions of $cr$ and the satisfaction relation for CTL$_{-G}$ formulae, we have that $M_{rg}, [[l, v]] \models E_y(cr(\alpha)U(cr(\beta) \land p_y \in I, \land (pb \lor cr(\alpha))))$ if

$$
\exists [(l, v') \in Q_{rg}]\exists [[l, v]] \rightarrow_y [[l, v']] \land (\exists \pi \in \Pi([(l, v')]))(\exists m \geq 0)$$

$$[M_{rg}, \pi(m) \models (cr(\beta) \land p_y \in I \land (pb \lor cr(\alpha))) \land (\forall j < m) M_{rg}, \pi(j) \models cr(\alpha)]$$

Observe that $\pi$ is of the following form:

$$\pi = ((l_0, v_0^0), (l_0, v_0^0) + \delta_0^0), \ldots, ((l_0, v_0^0) + \delta_0^n, (l_1, v_1^0)), ((l_1, v_1^0) + \delta_1^1), \ldots, ((l_1, v_1^0) + \delta_1^n), ((l_2, v_2^0)), \ldots$$

$$\ldots$$

$$\ldots$$

such that $(l_0, v_0^0) = (l, v)$, $\delta_j^0 \in (0, 1)$, for all $j \in \{0, \ldots, n_0 - 1\}$ either $(l_i, v_i^0 + \delta_i^0) \cong (l_i, v_i^0 + \delta_i^{j+1})$ or $(l_i, v_i^0 + \delta_i^{j+1}) \rightarrow_{rg} [l_i, v_i^0 + \delta_i^{j+1}]$, and $v_0^0(y) = 0$ and $(\forall i > 0), v_i^0(y) = \sum_{j=0}^{j_i} \sum_{j=1}^{n_i} \delta_j^0$.

Consider the following "augmented" run $\rho^*$:

$$\rho^* = (l_0, v_0^0) \rightarrow_{\delta_0^0} (l_0, v_0^0) \rightarrow_{\delta_0^0} (l_1, v_1^0) \rightarrow_{\delta_1^0} (l_1, v_1^0) \rightarrow_{\delta_1^0} (l_2, v_2^0) \rightarrow_{\delta_2^0} \ldots$$

$$\ldots$$

$$\ldots$$

$^{1}$Note that $\pi(0) = [[l, v_0^0]], v_0^0|X = v|X$, and $v_0^0(y) = 0$. 


where \( \delta_i = \sum_{j=0}^{n_i} \delta^j_i \) for \( i \geq 0 \). Next, take the following run \( \rho \):

\[
(l_0, v_0) \xrightarrow{\delta_0} (l_0, v_0) + \delta_0 \xrightarrow{\sigma_0} (l_1, v_1) + \delta_1 \xrightarrow{\sigma_1} (l_2, v_2) + \delta_2 \cdots
\]

\[
\ldots
\]

\[
(l_{i-1}, v_{i-1}) \xrightarrow{\delta_{i-1}} (l_{i-1}, v_{i-1}) + \delta_{i-1} \xrightarrow{\sigma_{i-1}} (l_i, v_i) + \delta_i \cdots
\]

where for all \( i \geq 0 \), \( v_i = v_i^i \nsubseteq X \). Then, associate with \( \rho \) a dense path \( \pi_{\rho} : \mathbb{R} \mapsto Q \) such that \( \pi_{\rho}(r) = (l_i, v_i) + \delta \) and \( 0 \leq \delta \leq \delta_i \).

Therefore, we conclude that \( \pi(\rho(r)) \Rightarrow (l_i, v_i) + \delta \).

Moreover, assume that \( \pi(m) = [\pi_{\rho}(r_m)] \) for \( r_m = \sum_{j=0}^{i-1} \delta_j + \delta_i \). Since (3) holds, by the construction of the run \( \rho \), the inductive assumption, and Lemma 4.5 we have that

\[
G(A), \pi_{\rho}(r_m) \models \beta \land p_{y \in I} \land (p_b \lor \alpha) \tag{9}
\]

and for all \( r' \leq r_{m-1} \) with \([\pi_{\rho}(r_{m-1})] = \pi(m-1)\)

\[
G(A), \pi_{\rho}(r') \models \alpha \tag{10}
\]

Since (9) holds, we have that \( p_{y \in I} \models \tilde{\nu}(\pi_{\rho}(r_m)) \). This implies that \( r \in I \). So, to conclude that \( G(A), q \models E(\alpha U_I \beta) \), it remains to show that for all \( r_{m-1} < r'' < r_m, G(A), \pi_{\rho}(r'') \models \alpha \) holds.

Consider the following two cases:

- Let \( G(A), \pi_{\rho}(r_m) \models \alpha \). Then, by the construction of the run \( \rho \), we have that for all \( r_{m-1} < r'' < r_m \) either \( \pi_{\rho}(r_m) \cong \pi_{\rho}(r'') \) or \( \pi_{\rho}(r_{m-1}) \cong \pi_{\rho}(r'') \). Since \( G(A), \pi_{\rho}(r_m) \models \alpha \) and Condition (10) and Lemma 4.5 holds, we have that for all \( r_{m-1} < r'' < r_m, G(A), \pi_{\rho}(r'') \models \alpha \).

- Let \( G(A), \pi_{\rho}(r_m) \models p_b \). Then, by the construction of the run \( \rho \), we have that for all \( r_{m-1} < r'' < r_m, \pi_{\rho}(r_{m-1}) \cong \pi_{\rho}(r'') \). Since Condition (10) and Lemma 4.5 hold, we have that for all \( r_{m-1} < r'' < r_m, G(A), \pi_{\rho}(r'') \models \alpha \).

Therefore, we conclude that \( G(A), \pi_{\rho}(0) \models E(\alpha U_I \beta) \). Since \( \pi_{\rho}(0) = (l_0, v_0) = (l, v \nsubseteq X) \), we have that \( G(A), (l, v \nsubseteq X) \models E(\alpha U_I \beta) \).

\[
\varphi = cr(A(\alpha U_I \beta)) \text{. The proof is similar to the EU}_I \text{ case.}
\]

### 6. Discretisation

Here we show how to represent the dense model by a specially chosen representatives that enjoys the following two properties. Firstly, the discretised model (see Definition 6.1) that is defined over these special representatives preserves validity of \( \text{CTL}^D_{\mathcal{G}} \) formulae. Secondly, both the region graph and the discretised model (build for the same automaton) preserve the same set of \( \text{CTL}^D_{\mathcal{G}} \) formulae; the reason why we introduce this new model, is that the discretised model constitutes the base for the implementation of the BMC method, presented later on.

We start off with some auxiliary notions. Let \( \mathbb{Q} \) be a set of rational numbers. For every \( m \in \mathbb{N} \), we define \( D_m \) by \( \{ \frac{n}{2^m} \mid n \in \mathbb{N} \} \), \( E_m \) by \( D_m \setminus \{0\} \), the set \( D \) of the discretised clock values as \( \bigcup_{m=0}^{\infty} D_m \).
and the set $E$ of labels as $\bigcup_{m=1}^{\infty} E_m$. The following two lemmas constitute the base for the definition of the discretised model.

**Lemma 6.1.** ([37])
For every $v \in \mathbb{R}^X$ there exist $u \in D^X$ such that $u \equiv v$.

**Lemma 6.2.** ([37])
Let $v \in \mathbb{R}^X$ be a clock valuation, $\delta \in \mathbb{R}$, and $m \in \mathbb{N}$. Then for each $u \in D^X_m$ such that $u \equiv v$ there exists $\delta' \in E_{m+1}$ such that $v + \delta \equiv u + \delta'$. Moreover, $u + \delta' \in D^X_{m+1}$.

We can now define a discretised model for $\mathcal{A}$.

**Definition 6.1.** (Discretised model)
Let $\mathcal{A} = (\Sigma, L, \{0\}, X, \mathcal{T}, R, V)$ be a timed automaton. A **discretised model** for $\mathcal{A}$ is the tuple $M = (\Sigma \cup E, S, s^0, \tilde{V}_d, \rightarrow_d)$, where $S = L \times D^X$ is a set of (discretised) states, $s^0 = (l^0, v^0)$ is the initial state, $\tilde{V}_d : S \rightarrow 2^{P_X}$ is a valuation function such that $\tilde{V}_d((l, v)) = V(l)$, and the transition relation $\rightarrow_d$ is defined as follows:

- **Time transitions**: for any $\delta \in E$, $(l, v) \xrightarrow{\delta_d} (l, v + \delta)$ iff $(l, v) \xrightarrow{\delta} (l, v + \delta)$ in $G(\mathcal{A})$ and $(\forall \delta' \leq \delta)$ $v + \delta' \equiv v$ or $v + \delta' \equiv v + \delta$

- **Action transitions**: for any $\sigma \in \Sigma$, $(l, v) \xrightarrow{\sigma_d} (l', v')$ iff $(\exists v')(\exists \delta)$ such that $(l, v) \xrightarrow{\delta_d} (l, v')$ and $(l, v'') \xrightarrow{\sigma} (l', v')$ in $G(\mathcal{A})$

**Definition 6.2.** (Satisfaction for $\text{CTL}^y_{G}$ over the discretised model)
Let $M = (\Sigma \cup E, S, s^0, \tilde{V}_d, \rightarrow_d)$ be the discretised model for $\mathcal{A}_v$, $s \in S$, $\alpha$, $\beta$ formulae of $\text{CTL}^y_{G}$, $\rightarrow_A$ denote the part of $\rightarrow_d$, where transitions are labelled with elements of $\Sigma \cup E$, and $\rightarrow_y$ denote the transitions that reset the clock $y$. A **path** $\pi$ in $M$ is a sequence $(s_0, s_1, \ldots)$ of states such that $s_i \xrightarrow{\rightarrow_A} s_{i+1}$ for each $i \in \mathbb{N}$, and $\Pi(s)$ denotes the set of all the paths starting at $s$ in $M$. The satisfaction relation $\models$ is defined inductively as follows:

\[
M, s \models p \quad \text{iff} \quad p \in \tilde{V}_d(s),
\]
\[
M, s \models \neg p \quad \text{iff} \quad p \notin \tilde{V}_d(s),
\]
\[
M, s \models \alpha \lor \beta \quad \text{iff} \quad M, s \models \alpha \text{ or } M, s \models \beta,
\]
\[
M, s \models \alpha \land \beta \quad \text{iff} \quad M, s \models \alpha \text{ and } M, s \models \beta,
\]
\[
M, s \models \mathbb{E}_y(\alpha \land \beta) \quad \text{iff} \quad (\exists s' \in S)(s \xrightarrow{y} s' \text{ and } (\exists \pi \in \Pi(s'))(\exists m \geq 0) [M, \pi(m) \models \beta \text{ and } (\forall j < m) M, \pi(j) \models \alpha]),
\]
\[
M, s \models \mathbb{A}_y(\alpha \land \beta) \quad \text{iff} \quad (\exists s' \in S)(s \xrightarrow{y} s' \text{ and } (\forall \pi \in \Pi(s'))(\exists m \geq 0) [M, \pi(m) \models \beta \text{ and } (\forall j < m) M, \pi(j) \models \alpha]).
\]

A $\text{CTL}^y_{G}$ formula $\varphi$ is **valid in** $M$ (denoted $M \models \varphi$) iff $M, s^0 \models \varphi$, i.e., $\varphi$ is true at the initial state of $M$.

We will now prove that the discretised model preserves validity of $\text{CTL}^y_{G}$ formulae. We start off with some auxiliary lemmas 6.3- 6.6.
**Lemma 6.3.** Let $X$ be a set of clocks, and $u, v \in D^X$ be clock valuations such that $u \equiv v$. Then, for any clock constraint $\cc \in C(X)$, $u \in [\cc]$ iff $v \in [\cc]$.

**Proof:** Straightforward induction on clock constraints. ∎

**Lemma 6.4.** Let $u, v$ be clock valuations such that $u \equiv v$. For every $\delta \in E$ there exists $\delta' \in E$ such that $u + \delta \equiv v + \delta'$.

**Proof:** We omit the proof as it is analogous to the proof of the Lemma 4.3 of [36] ∎

**Lemma 6.5.** Let $\sigma \in \Sigma$, and let $s_1, s_2$ be states of a discretised model $M$ such that $s_1 \equiv s_2$. Then, for each state $s_3 \in S$ such that $s_1 \xrightarrow{\sigma} s_3$, there exists a state $s_4 \in S$ such that $s_2 \xrightarrow{\sigma} s_4$ and $s_3 \equiv s_4$.

**Proof:** Straightforward, by using Lemma 6.3. ∎

**Lemma 6.6.** Let $s_0, s'_0$ be two states of a discretised model $M$ such that $s_0 \equiv s'_0$, and $\pi$ a path in $M$ such that $\pi(0) = s_0$. Then, there exists a path $\pi'$ of $M$ such that $\pi'(0) = s'_0$ and for each $i > 0$, $\pi(i) \equiv \pi'(i)$.

**Proof:** Straightforward, by Lemmas 6.4 and 6.5. ∎

We can now show that states belonging to the same region (in fact, to the region restricted to the discretised states only) satisfies the same set of $\text{CTL}^\gamma_{-G}$ formulae.

**Lemma 6.7.** Let $A$ be a timed automaton, $\varphi$ a $\text{TCTL}_{-G}$ formula, $M$ a discretised model for $A_\varphi, l$ a location in $A$, and $u, v$ two clock valuations such that $v \equiv u$. Then, $M, (l, v) \models \text{cr}(\varphi)$ iff $M, (l, u) \models \text{cr}(\varphi)$.

**Proof:** [Induction on the length of $\text{TCTL}_{-G}$ formulae]. It is easy to see that the thesis holds for all the propositional variables and for all the negations of propositional variables. If $\varphi$ is of the form $\alpha \land \beta$ or $\alpha \lor \beta$, then the proof of the thesis is straightforward. So, it remains to prove that the thesis holds for formulae of the form $\text{E}(\alpha \cup_I \beta)$ and $\text{A}(\alpha \cup_I \beta)$.

Consider a formula of the form $\text{E}(\alpha \cup_I \beta)$ and suppose that $M, (l, v) \models \text{cr}(\text{E}(\alpha \cup_I \beta))$. By the definition of $\text{cr}$ and the satisfaction relation over the discretised model we have

\[(\exists (l', v') \in S)((l, v) \rightarrow_y (l', v') \text{ and } (\exists \pi \in \Pi((l', v'))(\exists m \geq 0) [M, \pi(m) \models (\text{cr}(\beta) \land p_g \in I \land (p_h \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M, \pi(j) \models \text{cr}(\alpha)]) (11)\]

Since $(l, v) \equiv (l, u)$ and $(l, v) \rightarrow_y (l', v')$, by Lemma 6.5 we have that there exists a state $(l'', v'')$ such that $(l, u) \rightarrow_y (l'', v'')$ and $(l', v') \equiv (l'', v'')$. By Lemma 6.6 there exists a path $\pi'$ in $M$ such that $\pi'(0) = (l'', v'')$, and for each $i \geq 0$, $\pi(i) \equiv \pi'(i)$. Thus, by the induction hypotheses and by the cases for conjunction and disjunction we have that

\[M, \pi'(m) \models (\text{cr}(\beta) \land p_g \in I \land (p_h \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M, \pi'(j) \models \text{cr}(\alpha)\]

Thus, it follows that $M, (l, u) \models \text{cr}(\text{E}(\alpha \cup_I \beta))$.

The proof of the case $\text{A}(\alpha \cup_I \beta)$ is analogous. ∎
Since (15) holds, by the construction of over the region graph we have

**Proof:** It is easy to see that the thesis holds for all the proposition al variables and for all the negations of propositional variables. If \( \varphi \) is of the form \( \alpha \lor \beta \) or \( \alpha \land \beta \), then the proof of the thesis is straightforward. So, it remains to prove that the thesis holds for formulae of the form \( E(\alpha U_I \beta) \) and \( A(\alpha U_I \beta) \).

Consider a formula \( \varphi \) to be of the form \( E(\alpha U_I \beta) \), and suppose that \( M, q \models cr(E(\alpha U_I \beta)) \). By the definitions of \( cr \) and the satisfaction relation for the discretised model we have

\[
(\exists q' \in S)(q \rightarrow y q' \text{ and } (\exists \pi \in \Pi(q'))(\exists m \geq 0) \]
\[
[M, \pi(m) \models (cr(\beta) \land p_{g \in I} \land (p_b \lor cr(\alpha))) \text{ and } (\forall j < m) M, \pi(j) \models cr(\alpha)]
\]  

Consider now the following path \( \pi_{rg} \):

\[
\pi_{rg} = [\pi(0)], [\pi(1)], [\pi(2)], \ldots
\]  

It is obvious that \( \pi_{rg} \) is a valid path in \( M_{rg} \). Moreover, by Lemma 6.7 we have that

\[
M_{rg}, [\pi(m)] \models (cr(\beta) \land p_{g \in I} \land (p_b \lor cr(\alpha))) \text{ and } (\forall j < m) M_{rg}, [\pi(j)] \models cr(\alpha)
\]  

Since \( q \rightarrow y q' \), by definitions of \( \rightarrow_d \) and \( \rightarrow_{rg} \) we have that \([q] \rightarrow_{y} [q'] \). Therefore, since (14) holds, it follows that \( M_{rg}, [q] \models cr(E(\alpha U_I \beta)) \).

Conversely, suppose that \( M_{rg}, [q] \models cr(E(\alpha U_I \beta)) \). By definitions of \( cr \) and the satisfaction relation over the region graph we have

\[
(\exists q' \in Q_{rg})([q] \rightarrow_{y} [q'] \text{ and } (\exists \pi \in \Pi([q']))(\exists m \geq 0) \]
\[
[M_{rg}, \pi(m) \models (cr(\beta) \land p_{g \in I} \land (p_b \lor cr(\alpha))) \text{ and } (\forall j < m) M_{rg}, \pi(j) \models cr(\alpha)]
\]  

Observe that \( \pi \) is of the following form:

\[
\pi = [(l_0, v_0)], [(l_0, v_0) + \delta_0^1], \ldots, [(l_0, v_0) + \delta_0^n], [(l_1, v_1)], [(l_1, v_1) + \delta_1^1], \ldots, [(l_1, v_1) + \delta_1^n], \ldots
\]  

with \((l_0, v_0) = q', \delta_i^j \in E \), and all \( j \in \{0, \ldots, n_i – 1\} \) such that either \((l_i, v_i + \delta_i^j) \equiv (l_i, v_i + \delta_i^{j+1}) \) or \([(l_i, v_i + \delta_i^j) \triangleright_{rg} [(l_i, v_i + \delta_i^{j+1})]] \). Next, take the following path \( \pi_d \):

\[
\pi = (l_0, v_0), (l_0, v_0) + \delta_0^1, \ldots, (l_0, v_0) + \delta_0^n, (l_1, v_1), (l_1, v_1) + \delta_1^1, \ldots, (l_1, v_1) + \delta_1^n, (l_2, v_2) \ldots
\]  

Since (15) holds, by the construction of \( \pi_d \) and Lemma 6.7 we have that

\[
M, \pi_d(m) \models (cr(\beta) \land p_{g \in I} \land (p_b \lor cr(\alpha))) \text{ and } (\forall j < m) M, \pi_d(j) \models cr(\alpha)
\]  

Since \([q] \rightarrow_{y} [q'] \) holds, by the definition of \( \rightarrow_y \), we have that \( q \rightarrow_{y} q' \). Therefore, since (18) holds, it follows that \( M, q \models cr(E(\alpha U_I \beta)) \).

The proof of the case \( A(\alpha U_I \beta) \) is analogous.
7. Bounded Model Checking for TECTL$_{-G}$

Let $A$ be a time automaton, and $\varphi$ a TECTL$_{-G}$ formula. To perform bounded model checking for TECTL$_{-G}$ we proceed by extending the technique used for TECTL and diagonal-free automata [33]. Namely, we first translate the model checking problem from TECTL$_{-G}$ into that problem for ECTL$_y$ as in Section 5, and then we define BMC for ECTL$_y$$_{-G}$.

7.1. BMC for ECTL$_y$$_{-G}$.

All the known BMC techniques are based on so called $k$-bounded semantics. In particular, BMC for ECTL$_y$$_{-G}$ is based on the $k$-bounded semantics for ECTL$_x$$_{-G}$, the definition of which we present below.

7.1.1. Bounded Semantics

We start off with some auxiliary definitions. Let $M = (\Sigma \cup E, S, s^0, \overline{\nu}_d, \overline{\nu}_y)$ be a discretised model, and $k \in \mathbb{N}_+$ a bound. As before, we denote by $\rightarrow_A$ the part of $\rightarrow_d$, where transitions are labelled with elements of $\Sigma \cup E$, and by $\rightarrow_y$ the transitions that reset the clock $y$. A $k$-path $\pi$ in $M$ is a finite sequence of states $(s_0, \ldots, s_k)$ such that $s_i \rightarrow_A s_{i+1}$ for each $0 \leq i < k$, and the set of all the $k$-paths starting at $s$ in $M$ is denoted by $P_k(s)$. A $k$-model for $M$ is a structure $M_k = (\Sigma \cup E, S, s^0, \overline{\nu}_d, P_k, P_y)$, where $P_k = \bigcup_{s \in S} P_k(s)$ and $P_y = \{(s, s') \mid s \rightarrow_y s' \text{ and } s, s' \in S\}$; note that the set $P_k \cup P_y$ completely reflect the relation $\rightarrow_d$ of $M$.

We can now define a bounded semantics for ECTL$_y$$_{-G}$ formulae. Let $\alpha, \beta$ be ECTL$_y$$_{-G}$ formulae, $k \in \mathbb{N}_+$ a bound, and $M_k, s \models \alpha$ denotes that $\alpha$ is true at the state $s$ of $M_k$. The bounded satisfaction relation $\models$ is defined inductively as follows:

- $M_k, s \models p$ iff $p \in \overline{\nu}_d(s)$, $M_k, s \models \alpha \lor \beta$ iff $M_k, s \models \alpha$ or $M_k, s \models \beta$,
- $M_k, s \models \neg p$ iff $p \notin \overline{\nu}_d(s)$, $M_k, s \models \alpha \land \beta$ iff $M_k, s \models \alpha$ and $M_k, s \models \beta$,
- $M_k, s \models E_y(\alpha U \beta)$ iff $(\exists s' \in S)((s, s') \in P_y \text{ and } (\exists \pi \in P_k(s'))(\exists 0 \leq j \leq k)(M_k, \pi(j) \models \beta \text{ and } (\forall 0 \leq i < j) M_k, \pi(i) \models \alpha))$.

An ECTL$_y$$_{-G}$ formula $\varphi$ is valid in $k$-model $M_k$ (denoted $M \models_k \varphi$) iff $M_k, s^0 \models \varphi$, i.e., $\varphi$ is true at the initial state of the $k$-model $M_k$.

We can now describe how the model checking problem $(M \models \varphi)$ can be reduced to the bounded model checking problem $(M \models_k \varphi)$.

**Lemma 7.1.** Let $k \in \mathbb{N}_+$, $M$ be a discretised model, $M_k$ its $k$-model, and $\varphi$ an ECTL$_y$$_{-G}$ formula. Then, for each state $s$ of $M$, $M_k, s \models \varphi$ implies $M, s \models \varphi$.

**Proof:** By straightforward induction on the length of $\varphi$. \hfill $\Box$

**Lemma 7.2.** Let $M$ be a discretised model and $\varphi$ an ECTL$_y$$_{-G}$ formula. Then, for each state $s$ of $M$ such that $M, s \models \varphi$, there exists $k \in \mathbb{N}_+$ such that $M_k, s \models \varphi$.

$\footnote{By $\mathbb{N}_+$ we denote the set of positive natural numbers, i.e., the set \{1, 2, 3, \ldots\}.}$
The function \( f \) such that

**Definition 7.1. (Submodel)**
subsection we will show a stronger property. Namely, we will prove that

**Theorem 7.1.** Let \( M \) be a discretised model and \( \varphi \) an ECTL\(_y\)-formula. Then, \( M \models \varphi \) iff there exists \( k \in \mathbb{N}_+ \) such that \( M \models_k \varphi \).

**Proof:** Follows from Lemmas 7.1 and 7.2. \( \square \)

### 7.1.2. Submodels of \( k \)-models

The previous section ends with the following conclusion: to prove that an ECTL\(_y\)-formula \( \psi \) holds in a discretised model \( M \), it is enough to prove that \( \psi \) holds in its \( k \)-model \( M_k \), for some \( k \in \mathbb{N}_+ \). In this subsection we will show a stronger property. Namely, we will prove that \( \psi \) holds in \( M \) if and only if \( \psi \) holds in a \( s^0 \)-submodel of \( M_k \). We start by defining the notion of this submodel.

**Definition 7.1. (Submodel)**

A \( s \)-submodel of \( k \)-model \( M_k = (\Sigma \cup E, S, s^0, \tilde{V}_d, P_k, P_y) \) is a tuple \( M'(s) = (\Sigma \cup E, S', s, \tilde{V}'_d, P'_k, P'_y) \), such that \( P'_k \subseteq P_k \), \( S' = \{ r \in S \mid (\exists \pi \in P'_k) (\exists i \leq k) \pi(i) = r \} \cup \{ s \} \), \( P'_y \subseteq P_y \cap S' \times S' \), and \( \tilde{V}'_d = \tilde{V}_d \mid S' \).

The bounded semantics for ECTL\(_y\)-formula \( \psi \) is defined as for \( M_k \).

We will now introduce a definition of a function \( f_k \) which will give us a bound on the number of \( k \)-paths in the \( s \)-submodel \( M'(s) \) and a function \( f_{k,y} \) that gives a bound on the number of elements of the set \( P'_y \) in the \( s \)-submodel \( M'(s) \). We will show later that these two bounds guarantee that the validity of \( \psi \) in \( M'(s) \) is equivalent to the validity of \( \psi \) in \( M_k \). The function \( f_k : \mathcal{WF} \mapsto \mathbb{N} \) is defined by:

- \( f_k(p) = f_k(\neg p) = 0 \), where \( p \in \mathcal{PV}' \),
- \( f_k(\alpha \lor \beta) = \max \{ f_k(\alpha), f_k(\beta) \} \),
- \( f_k(\alpha \land \beta) = f_k(\alpha) + f_k(\beta) \),
- \( f_k(\text{E}_y(\alpha \lor \beta)) = k \cdot f_k(\alpha) + f_k(\beta) + 1 \).

The function \( f_{k,y} : \mathcal{WF} \mapsto \mathbb{N} \) is defined by:

- \( f_{k,y}(p) = f_{k,y}(\neg p) = 0 \), where \( p \in \mathcal{PV}' \),
- \( f_{k,y}(\alpha \lor \beta) = \max \{ f_{k,y}(\alpha), f_{k,y}(\beta) \} \),
Proof: The 'right-to-left' implication is straightforward. To prove 'left-to-right' implication, we will use straightforward induction on the length of $\psi$.

Lemma 7.3. Let $M'(s)$ and $M''(s)$ be two $s$-submodels of $M_k$ with $P'_k \subseteq P''_k$, $P'_y \subseteq P''_y$, and $\psi$ an ECTL$_G$ formula. If $M'(s) \models_k \psi$, then $M''(s) \models_k \psi$.

Proof: By straightforward induction on the length of $\psi$.

Lemma 7.4. $M_k, s \models \psi$ iff there is a $s$-submodel $M'(s)$ of $M_k$ with $|P'_k| \leq f_k(\psi)$ and $|P'_y| \leq f_{k,y}(\psi)$ such that $M'(s), s \models \psi$.

Proof: The 'right-to-left' implication follows directly for the propositional variables and their negations. Assume that the hypothesis holds for all the proper sub-formulae of $\psi$, and consider the following cases:

- Let $\psi = \alpha \lor \beta$ and $M_k, s \models \alpha \lor \beta$. By the definition of the bounded semantics we have that $M_k, s \models \alpha$ or $M_k, s \models \beta$. Hence, by induction we have that there is a $s$-submodel $M'(s)$ of $M_k$ such that $M'(s), s \models \alpha$ and $|P'_k| \leq f_k(\alpha)$ and $|P'_y| \leq f_{k,y}(\alpha)$, or there is a $s$-submodel $M''(s)$ of $M_k$ such that $M''(s), s \models \beta$ and $|P''_k| \leq f_k(\beta)$ and $|P''_y| \leq f_{k,y}(\beta)$. Now, consider a $s$-submodel $M'''(s)$ of $M_k$ such that $P'''_k = P'_k$ and $P'''_y = P'_y$ if $M'(s), s \models \alpha$, $P'''_k = P''_k$ and $P'''_y = P''_y$ otherwise. Thus, $|P'''_k| \leq \max\{f_k(\alpha), f_k(\beta)\}$ and $|P'''_y| \leq \max\{f_{k,y}(\alpha), f_{k,y}(\beta)\}$. It is obvious that $M'''(s), s \models \alpha$ or $M'''(s), s \models \beta$. Therefore, by the definition of the bounded semantics we have that $M'''(s), s \models \alpha \lor \beta$.

- Let $\psi = \alpha \land \beta$ and $M_k, s \models \alpha \land \beta$. By the definition of the bounded semantics we have that $M_k, s \models \alpha$ and $M_k, s \models \beta$. Hence, by induction we have that there is a $s$-submodel $M'(s)$ of $M_k$ such that $M'(s), s \models \alpha$ and $|P'_k| \leq f_k(\alpha)$ and $|P'_y| \leq f_{k,y}(\alpha)$, and there is a $s$-submodel $M''(s)$ of $M_k$ such that $M''(s), s \models \beta$ and $|P''_k| \leq f_k(\beta)$ and $|P''_y| \leq f_{k,y}(\beta)$. Now, consider the $s$-submodel $M'''(s)$ of $M_k$ such that $P'''_k = P'_k \cup P''_k$ and $P'''_y = P'_y \cup P''_y$. It is easy to observe that $|P'''_k| \leq f_k(\alpha) + f_k(\beta)$ and $|P'''_y| \leq f_{k,y}(\alpha) + f_{k,y}(\beta)$. So, by Lemma 7.3, we have that $M'''(s), s \models \alpha$ and $M'''(s), s \models \beta$. Therefore, by the definition of the bounded semantics we have that $M'''(s), s \models \alpha \land \beta$.

- Let $\psi = E_y(\alpha \lor \beta)$ and $M_k, s \models E_y(\alpha \lor \beta)$. By the definition of the bounded semantics, there is a state $s' \in S$ such that $(s, s') \in P_y$ and there is a $k$-path $\pi \in \Pi_k(s')$ such that

$$\exists 0 \leq m \leq k)(M_k, \pi(m) \models \beta \text{ and } (\forall 0 \leq i < m)M_k, \pi(i) \models \alpha)$$

(19)

Hence, by the inductive assumption, for all $i$ such that $0 \leq i < m$ there are $\pi(i)$-submodels $M'(\pi(i))$ of $M_k$ with $|P'_k| \leq f_k(\alpha)$ and $|P'_y| \leq f_{k,y}(\alpha)$ and

$$M'(\pi(i)), \pi(i) \models \alpha$$

(20)

and there is a $\pi(m)$-submodel $M''(\pi(m))$ of $M_k$ with $|P''_k| \leq f_k(\beta)$ and $|P''_y| \leq f_{k,y}(\beta)$ and

$$M''(\pi(m)), \pi(m) \models \beta$$

(21)
Consider a \( s \)-submodel \( M'(s) \) of \( M_k \) such that \( P'_k = \bigcup_{i=0}^{m_k} P_k^i \cup \{ \pi \} \) and \( P'_y = \bigcup_{i=0}^{m_y} P_y^i \cup \{(s,s')\} \). Thus, by the construction of \( M'(s) \), we have that \((s,s') \in P'_y \) and \( \pi \in P'_k \). Therefore, since conditions (19), (20), and (21) hold, by the definition of the bounded semantics, we have that \( M', s \models E_y(\alpha U \beta) \) and \( |P'_k| \leq k \cdot f_k(\alpha) + f_k(\beta) + 1 \) and \( |P'_y| \leq k \cdot f_{k,y}(\alpha) + f_{k,y}(\beta) + 1 \).

\[ \square \]

From Lemma 7.4 we can now derive the following.

**Corollary 7.1.** \( M_k, s^0 \models \psi \) iff there is a \( s^0 \)-submodel \( M'(s^0) \) of \( M_k \) with \( |P'_k| \leq f_k(\psi) \) and \( |P'_y| \leq f_{k,y}(\psi) \) such that \( M'(s^0), s^0 \models \psi \).

**Proof:** It follows from the definition of bounded semantics and Lemma 7.4, by using \( s = s^0 \). \[ \square \]

**Theorem 7.2.** Let \( M \) be a discretised model, \( M_k \) its \( k \)-model, and \( \psi \) an ECTL\(^y\)\(_G\) formula. \( M \models \psi \) iff there exists \( k \in \mathbb{N} \) and there exists \( s^0 \)-submodel \( M'(s^0) \) of \( M_k \) with \( P'_k \leq f_k(\psi) \) and \( |P'_y| \leq f_{k,y}(\psi) \) such that \( M'(s^0) \models \psi \).

**Proof:** Follows from Theorem 7.1 and Corollary 7.1. \[ \square \]

### 7.1.3. Translation to Boolean formulae

As it was mentioned before, the main idea of BMC for ECTL\(^y\)\(_G\) consists in translating the model checking problem for ECTL\(^y\)\(_G\) into the problem of satisfiability of a propositional formula. Given an ECTL\(^y\)\(_G\) formula \( \psi \) and a discretised model \( M \), this proposition formula is of the following form:

\[
[M, \psi]_k = [M\psi\cdot x^0]_k \land [\psi]_{k[0,0]}
\]

The first conjunct of \([M, \psi]_k\) represents all the possible \( s^0 \)-submodels of \( M \) that consist of \( f_k(\psi) \) \( k \)-paths of \( M \). The second conjunct of \([M, \psi]_k\) encodes a number of constraints that must be satisfied on the \( s^0 \)-submodels of \( M \), which consists of all the \( k \)-paths of \( M \), for \( \psi \) to be satisfied. Once this translation is defined, checking whether \([M, \psi]_k\) is satisfiable is done by using a SAT-checker.

Assume that each state \( s \) of the discretised model \( M \) is encoded by a bit-vector whose length, say \( b \), depends on the number of locations, the number of clocks, and on the bound \( k \in \mathbb{N} \). Then, each state \( s \) of \( M \) can be represented by a vector \( w = (w[1], \ldots, w[b]) \) (called a *global state variable*), where each \( w[i] \) is a propositional variable for \( i = 1, \ldots, b \). A finite sequence \((w_0, \ldots, w_k)\) of global state variables is called a *symbolic \( k \)-path*\(^3\).

A finite sequence \((w_0, \ldots, w_k)\) of global state variables is called a *symbolic \( k \)-path*. In general, we need to consider not just one but a number of symbolic \( k \)-paths. This number depends on the formula \( \psi \) under investigation, and it is returned as the value \( f_k(\psi) \) of the function \( f_k \). The \( j \)-th symbolic \( k \)-path is denoted by \((w_0, \ldots, w_{k,j})\), where \( w_{i,j} \) are global state variables for \( 1 \leq j \leq f_k(\psi) \), \( 0 \leq i \leq k \). For two global state variables \( w, w' \), we define the following propositional formulae:

- \( I_s(w) \) is a formula over \( w \), which is true for a valuation \( s_w \) of \( w \) iff \( s_w = s \).
- \( p(w) \) is a formula over \( w \), which is true for a valuation \( s_w \) of \( w \) iff \( p \in \mathcal{V^P \psi} \), where \( p \in \mathcal{P \psi} \).

\(^3\)In general, we consider not just one but a number of symbolic \( k \)-paths. This number depends on the formula \( \psi \) under investigation, and it is returned as the value \( f_k(\psi) \) of the function \( f_k \).
• \( R_y(w, w') \) is a formula over \( w, w' \), which is true for two valuations \( s_w \) of \( w \) and \( s_{w'} \) of \( w' \) iff \( s_w \rightarrow_A s_{w'} \) (encodes the non-resetting transition relation of \( M \)),

• \( R_y(w, w') \) is a formula over \( w, w' \), which is true for two valuations \( s_w \) of \( w \) and \( s_{w'} \) of \( w' \) iff \( s_w \rightarrow s_{w'} \) (encodes the transitions resetting the clock \( y \)).

The propositional formula \([M, \psi]^k\) is defined over a global state variable \( w_{n,m}, \) for \( 0 \leq m \leq k \) and \( 1 \leq n \leq f_k(\psi) \); the index \( n \) denotes the number of a symbolic path, whereas the index \( m \) the position at that path. The formal definition of the first conjunct of \([M, \psi]^k\) is the following:

\[
[M_0; s_0]^0 := I_0(w_{0,0}) \land \bigwedge_{n=1}^{f_k(\psi)} R(w_{m,n}, w_{m+1, n})
\]

The second conjunct of \([M, \psi]^k\), i.e. the formula \([\psi]^k_{0,0}\) is defined inductively as follows:

\[
[p]^k_{m,n} := p(w_{m,n}), \quad [\alpha \land \beta]^k_{m,n} := [\alpha]^k_{m,n} \land [\beta]^k_{m,n},
\]

\[
[-p]^k_{m,n} := \neg p(w_{m,n}), \quad [\alpha \lor \beta]^k_{m,n} := [\alpha]^k_{m,n} \lor [\beta]^k_{m,n},
\]

\[
[E_k(\alpha U \beta)]^k_{m,n} := \bigvee_{i=1}^{f_k(\psi)} (R_y(w_{m,n}, w_{0,i}) \land \bigwedge_{j=0}^{k} [\beta]^k_{j,i} \land \bigwedge_{l=0}^{j-1} [\alpha]^k_{l,i}).
\]

**Lemma 7.5.** Let \( M \) be discretised model, \( M_k \) its k-model, and \( \psi \) an ECTL\(_G^y\) formula. For each state \( s \) of \( M \), the following holds: \([M^0; s]^k \land [\psi]^0_{0,0}\) is satisfiable iff there is a submodel \( M'(s) \) of \( M_k \) with \([P']_k \leq f_k(\psi) \) and \([P'_y] \leq f_{k,y}(\psi) \) such that \( M'(s), s \models \psi \).

**Proof:** \((\Rightarrow)\) Let \([M^0; s]^k \land [\psi]^0_{0,0}\) be satisfiable. By the definition of the translation, the propositional formula \([\psi]^0_{0,0}\) encodes all the sets of symbolic paths of size \( f_k(\psi) \) which satisfy the formula \( \psi \) and all the sets of transitions resetting the clock \( y \) of size \( f_{k,y}(\psi) \). By the definition of the unfolding of the transition relation, the propositional formula \([M^0; s]^k\) encodes \( f_k(\psi) \) symbolic k-paths to be valid k-paths of \( M_k \). Hence, there is a set of k-paths in \( M_k \), which satisfies the formula \( \psi \), of size smaller or equal to \( f_k(\psi) \), and there is a set of transitions resetting the clock \( y \) of size smaller or equal to \( f_{k,y}(\psi) \). Thus, we conclude that there is a submodel \( M'(s) \) of \( M_k \) with \([P']_k \leq f_k(\psi) \) and \([P'_y] \leq f_{k,y}(\psi) \) and \( M'(s), s \models \psi \).

\((\Leftarrow)\) The proof is by induction on the length of \( \psi \) and can be done in the same way as in [26].

**Theorem 7.3.** Let \( M \) be a discretised model, and \( \psi \) an ECTL\(_G^y\) formula. Then, \( M \models \psi \) iff there exists \( k \in \mathbb{N}_+ \) such that \([M^0; s]^k \land [\psi]^0_{0,0}\) is satisfiable.

**Proof:** Follows from Theorem 7.2 and Lemma 7.5.

## 8. Experimental results

The BMC algorithm presented above has been implemented in the programming language C++, and preliminary experiments have been performed. We have done this on the computer equipped with the processor AMD Athlon XP 1800 (1544 MHz), 768 MB main memory, and the operating system Linux.

As a real time system to be model checked we have taken a modified Fischer mutual-exclusion protocol (MUTEX) [37]. It is modelled by a network of \( n \) diagonal timed automata, each one modelling
a process, together with one diagonal timed automaton modelling the global variable that is used to coordinate the processes’ access to the protocol; the network is shown in Figure 2. The global system is obtained as the parallel composition of the components; note that this protocol behaves in the same way as the Fischer mutual-exclusion protocol described in [31].

We have checked the above protocol for fulfilling the following property: “it is possible that after A time units Process 1 will get its critical section as the first one”. It can be expressed by the following TECTL−G formula $\varphi$:

$$E(\bigwedge_{1 \leq i \leq n} \neg c_i) U_{[A, \infty]} c_1$$

where $c_i$ and $c_j$, for $i, j \in \{1, \ldots, n\}$, are propositional variables encoding the fact that the process $i$ (respectively $j$) is in its “critical section”.

Table 2 presents experimental results for $\varphi$ on one symbolic 11-path, and Table 3 shows 11-path that is a witness for $\varphi$ and it was automatically generated by our tool.

9. The BMC technique for a subclass of TECTL−G formulae

In Section 4 we have defined the region graph as a model that is much coarser than the dense one. Then, in Section 5, we have proved that the validity problem of a TECTL−G formula $\varphi$ over the model for $A$ is equivalent to the validity of the corresponding CTL$^\cap_{G}$ formula $cr(\varphi)$ over the region graph for $A_{\varphi}$. Next, in Section 7 we have defined the BMC technique for the existential fragment of TCTL−G and
diagonal time automata. Thereby, we have provided a general formalism for automated verification of TECTL−G properties of real-time systems that are modelled via diagonal timed automata. However, as each general technique, also this one can be improved by tailoring it into interesting subclasses of TECTL−G properties. Here, we consider a subclass that is defined by the following grammar:

\[ \psi := \varphi | \neg \psi | \psi \lor \psi | \psi \land \psi | E(\varphi U_I \varphi) \] , where

\[ \varphi := p | \neg p | \varphi \land \varphi | \varphi \lor \varphi \]
We will now show that the above subclass can be evaluated over forward projection graph (FPG) that differs from the region graph in the definition of time transitions only, which we now call the forward projection transitions. The main idea behind the forward projection transitions consists in agglomerating several timed transitions of region graph into one. Due to such an agglomerating, the length of searched counterexamples becomes considerably shorter. Moreover, a single step of the counterexample is either a time transition or an action transition only. In consequence, as the next section shows, the BMC method for this subclass, which is defined over FPG, is much more efficient than the BMC method for the chosen subclass defined over the region graph.

Let us move now to the formal background of the BMC method for the chosen subclass of TECTL−G. We begin with a definition of a forward projection graph; the satisfaction relation for ECTL\(^{y}_{-G}\) formulae over the forward projection graph is defined in the same way as over the region graph.

**Definition 9.1. (Forward Projection Graph)**

A forward projection graph for the timed automaton \(\mathcal{A} = (\Sigma, L, \ell^0, X, \mathcal{I}, R, \mathcal{V})\) is a tuple \(M_{fp} = (\Sigma \cup \{\tau^+\}, Q_{fp}, q_{fp}^0, \tilde{\mathcal{V}}_{fp}, \rightarrow_{fp})\), where \(Q_{fp} = L \times Z(\llbracket X \rrbracket)\) is a set of regions, \(q_{fp}^0 = (\ell^0, \{v^0\})\) is an initial region, \(\tilde{\mathcal{V}}_{fp} : S \to 2^{PV}\) is a valuation function defined by \(\tilde{\mathcal{V}}_{fp}(l, Z) = \mathcal{V}(l)\), and \(\rightarrow_{fp} \subseteq S \times (\Sigma \cup \{\tau^+\}) \times S\) is defined by:

- **Time transition:** \((l, Z) \xrightarrow{\tau^+}_{fp} (l, Z')\) iff there exist \(v \in Z\) and \(v' \in Z'\) such that \((l, v) \xrightarrow{\delta} (l, v')\) for some \(\delta \in \mathbb{R}_{+}\), and

- **Action transition:** For any \(\sigma \in \Sigma, (l, Z), \sigma_{fp} (l', Z')\) iff there exists \(Z''\) such that \((l, Z) \xrightarrow{\tau^+}_{fp} (l, Z'')\) and there exist \(v \in Z''\) and \(v' \in Z'\) such that \((l, v) \xrightarrow{\sigma} (l', v')\).

A consequence of the above definition is the following:

**Lemma 9.1.** Let \(\mathcal{A}\) be a timed automaton, \(\mathcal{G}(\mathcal{A})\) a dense model for \(\mathcal{A}\), \(\varphi\) belongs to the considered subclass of TECTL−G formulae, and \(M_{fp}\) the forward projection graph for \(\mathcal{A}, \varphi\). Further, let \((l, v)|X = (l, v)\{X \in Q_{fp}\}\) denote the equivalence class of \((l, v)\) induced by the relation \(\equiv\). Then, \(\mathcal{G}(\mathcal{A}), (l, v)|X \models \varphi\) iff \(M_{fp}, [(l, v)] \models \varphi\).

**Proof:** The proof follows directly from Lemma 5.1 and the definition of the valuation function \(\tilde{\mathcal{V}}_{fp}\). □

Now we will show that both the forward projection graph and the discretised model with the time transitions replaced by the forward projection transitions preserve validity of the same set of ECTL\(^{y}_{-G}\) formulae. We start by giving a definition of a discretised model with forward projection; the satisfaction relation for ECTL\(^{y}_{-G}\) formulae over the discretised model with forward projection is defined in the same way as over the discretised model.

**Definition 9.2. (Discretised model with forward projection)**

Let \(\mathcal{A} = (\Sigma, L, \ell^0, X, \mathcal{I}, R, \mathcal{V})\) be a timed automaton. A discretised model with forward projection for \(\mathcal{A}\) is the tuple \(M = (\Sigma \cup E, S, s^0, \tilde{\mathcal{V}}_{d}, \rightarrow_{d})\), where \(S = L \times D^X\) is a set of states, \(s^0 = (\ell^0, v^0)\) is the initial state, \(\tilde{\mathcal{V}}_{d} : S \to 2^{PV}\) is a valuation function such that \(\tilde{\mathcal{V}}_{d}(l, v) = \mathcal{V}(l)\), and the transition relation \(\rightarrow_{d}\) is defined as follows:

- **Forward projection transitions:** for any \(\delta \in E, (l, v) \xrightarrow{\delta}_{d} (l, v+\delta)\) iff \(v \in \llbracket I(l) \rrbracket\) and \(v+\delta \in \llbracket I(l) \rrbracket\).
• Action transitions: for any \( \sigma \in \Sigma, (l, v) \xrightarrow{\sigma_d} (l', v') \) iff \((\exists \delta \in E)\) such that \((l, v) \xrightarrow{\delta} (l, v')\) and \((l, v'') \xrightarrow{\sigma'} (l', v'')\) in \(\mathcal{G}(A)\).

As a result of the above definition we get the following lemma.

**Lemma 9.2.** Let \( A \) be a timed automaton, \( \varphi \) belongs to the considered subclass of \( \text{TECTL}_{-G} \) formulae, \( M_{fp} \) a forward projection graph for \( A_{fp} \), and \( M \) a discretised model with forward projection for \( A_{\varphi} \). Moreover, for any state \( q \in S \), let \([q]\) denote the equivalence class of \( q \) induced by the relation \( \equiv \). Then, for any \( q \in S \), \( M, q \models \text{cr}(\varphi) \) if, and only if \( M_{fp}, [q] \models \text{cr}(\varphi) \).

**Proof:** It is easy to see that the thesis holds for all the propositional variables and for all the negations of propositional variables. If \( \varphi \) is of the form \( \alpha \lor \beta \) or \( \alpha \land \beta \), then the proof of the thesis is straightforward. So, it remains to prove that the thesis holds for formulae of the form \( \text{E}(\alpha U_1 \beta) \) and \( A(\alpha U_1 \beta) \).

Consider a formula of the form \( \text{E}(\alpha U_1 \beta) \) and suppose that \( M, q \models \text{cr}(\text{E}(\alpha U_1 \beta)) \). By definitions of \( \text{cr} \) and the satisfaction relation for the discretised model we have

\[
(\exists q' \in S)(q \rightarrow_y q' \text{ and } (\exists \pi \in \Pi(q'))(\exists m \geq 0) [M, \pi(m) \models (\text{cr}(\beta) \land p_y \in I, \land (p_b \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M, \pi(j) \models \text{cr}(\alpha))] \tag{22}
\]

Consider now the following path \( \pi_{rg} \):

\[
\pi_{rg} = [\pi(0)], [\pi(1)], [\pi(2)], \ldots \tag{23}
\]

It is obvious that \( \pi_{rg} \) is a valid path in \( M_{fp} \). Moreover, by Lemma 6.7 we have that

\[
M_{fp}, [\pi(m)] \models (\text{cr}(\beta) \land p_y \in I, \land (p_b \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M_{fp}, [\pi(j)] \models \text{cr}(\alpha) \tag{24}
\]

Since \( q \rightarrow_y q' \), by definitions of \( \rightarrow_d \) and \( \rightarrow_f \), we have that \([q] \rightarrow_y [q']\). Therefore, since (24) holds, it follows that \( M_{fp}, [q] \models \text{cr}(\text{E}(\alpha U_1 \beta)) \).

Conversely, suppose that \( M_{fp}, [q] \models \text{cr}(\text{E}(\alpha U_1 \beta)) \). By definitions of \( \text{cr} \) and the satisfaction relation over the region graph we have

\[
(\exists q' \in Q_{rg})([q] \rightarrow_y [q'] \text{ and } (\exists \pi \in \Pi([q']))(\exists m \geq 0) [M_{fp}, \pi(m) \models (\text{cr}(\beta) \land p_y \in I, \land (p_b \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M_{fp}, \pi(j) \models \text{cr}(\alpha))] \tag{25}
\]

Observe that \( \pi \) is of the following form:

\[
\pi = [(l_0, v_0)], [(l_0, v_0) + \delta_0], [(l_1, v_1)], [(l_1, v_1) + \delta_1], [(l_2, v_2)], \ldots
\]

with \((l_0, v_0) = q', \delta_i \in E \).

Next, take the following path \( \pi_d = (l_0, v_0), (l_0, v_0^0) + \delta_0, (l_1, v_1), (l_1, v_1) + \delta_1, (l_2, v_2), \ldots \) Since (25) holds, by the construction of \( \pi_d \) and Lemma 6.7 we have that

\[
M, \pi_d(m) \models (\text{cr}(\beta) \land p_y \in I, \land (p_b \lor \text{cr}(\alpha))) \text{ and } (\forall j < m) M, \pi_d(j) \models \text{cr}(\alpha) \tag{26}
\]

Since \([q] \rightarrow_y [q'] \) holds, by the definition of \( \rightarrow_y \), we have that \( q \rightarrow_y q' \). Therefore, since (26) holds, it follows that \( M, q \models \text{cr}(\text{E}(\alpha U_1 \beta)) \).

The proof of the case \( A(\alpha U_1 \beta) \) is analogous. \( \square \)

Given the above we can now apply the BMC technique, described in Section 7, to the considered subclass of \( \text{TECTL}_{-G} \) formulae. As a model to be encoded we take the discretised model with forward projection.
9.1. Experimental results

Consider the MUTEX protocol from Section 8 and the property $\varphi = E((\bigwedge_{1 \leq i \leq n} \neg c_i) U_{[A,\infty]} c_1)$ again. Table 4 shows experimental results for $\varphi$ that has been generated via BMC technique defined over the forward projection graph. In this settings we only need one symbolic $6-$path to prove that $\varphi$ is true in the model of MUTEX; while the region graph is the base for the BMC technique, we need $12-$path to prove the property.

Now consider the following property: “if $A \leq B$, then the mutual exclusion property is violated”. This property can be expressed by the following TECTL$-G$ formula:

$$\psi = EF_{[A,\infty]} \left( \bigvee_{1 \leq i \neq j \leq n} (c_i \land c_j) \right)$$

where the propositions $c_i$ and $c_j$ state that the process $i$ (respectively $j$) is in its ”critical section”; here, we would like to emphasise that we could not check this property via the BMC technique when the region graph was considered as a basic model.

It is easy to see that for each $k > 0$ the value of the function $f_k$ for the formula $\psi$ is equal to 1. It follows that the counterexample, if exists, can be found on one symbolic $k-$path. The corresponding experimental results are shown in Table 4 and Table 5. In particular, Table 5 contains results for the “violated” mutual exclusion property on one symbolic $12-$path, and Table 6 shows a $12-$path that is a witness for the property $\psi$, and it was automatically generated by our tool.

<table>
<thead>
<tr>
<th>NoP</th>
<th>variables</th>
<th>clauses</th>
<th>BMC sec</th>
<th>MB sec</th>
<th>MiniSat sec</th>
<th>MB sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4981</td>
<td>13834</td>
<td>0.2</td>
<td>1.0</td>
<td>0.0</td>
<td>4.3</td>
</tr>
<tr>
<td>10</td>
<td>20386</td>
<td>57580</td>
<td>1.1</td>
<td>4.2</td>
<td>0.2</td>
<td>6.5</td>
</tr>
<tr>
<td>50</td>
<td>125724</td>
<td>361312</td>
<td>9.6</td>
<td>26.5</td>
<td>1.7</td>
<td>21.1</td>
</tr>
<tr>
<td>100</td>
<td>318148</td>
<td>923263</td>
<td>29.2</td>
<td>69.9</td>
<td>2.1</td>
<td>49.6</td>
</tr>
<tr>
<td>200</td>
<td>905481</td>
<td>2654641</td>
<td>112.7</td>
<td>152.3</td>
<td>17.0</td>
<td>130.0</td>
</tr>
<tr>
<td>400</td>
<td>2890132</td>
<td>8547373</td>
<td>430.6</td>
<td>257.2</td>
<td>25.8</td>
<td>408.5</td>
</tr>
<tr>
<td>500</td>
<td>4286682</td>
<td>12706423</td>
<td>695.0</td>
<td>842.7</td>
<td>42.3</td>
<td>608.7</td>
</tr>
</tbody>
</table>

Table 4. The results for property $\varphi$ when $A = 2$ and $B = 1$.

<table>
<thead>
<tr>
<th>NoP</th>
<th>variables</th>
<th>clauses</th>
<th>BMC sec</th>
<th>MB sec</th>
<th>MiniSat sec</th>
<th>MB sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>25430</td>
<td>69288</td>
<td>0.8</td>
<td>5.0</td>
<td>0.3</td>
<td>7.1</td>
</tr>
<tr>
<td>10</td>
<td>110860</td>
<td>308224</td>
<td>3.9</td>
<td>22.5</td>
<td>9.2</td>
<td>20.4</td>
</tr>
<tr>
<td>20</td>
<td>229607</td>
<td>642912</td>
<td>8.9</td>
<td>47.8</td>
<td>71.2</td>
<td>49.5</td>
</tr>
<tr>
<td>50</td>
<td>665698</td>
<td>1886712</td>
<td>33.6</td>
<td>141.4</td>
<td>2070.9</td>
<td>357.0</td>
</tr>
<tr>
<td>100</td>
<td>1660717</td>
<td>4764376</td>
<td>101.7</td>
<td>362.7</td>
<td>1820.7</td>
<td>511.9</td>
</tr>
</tbody>
</table>

Table 5. Mutual exclusion violated. $k = 12$, $A = 3$ and $B = 2$. 
10. Final Remarks

Our paper extends and improves the results of [27] and [24], where a general BMC approach for the existential fragment of TCTL and diagonal-free automata was described. The idea of BMC is taken from the paper [5]. Timed Automata have been defined and investigated in many papers [1, 31], but we adapt the definition given in [31]. Model checking for $\text{TCTL}^{-G}$ was considered by several authors using different approaches: over clock region models [1], on-the-fly [6], space-efficient [16], over minimal models [31, 12], and using SAT-methods [27, 29]. Our approach is closely related to [2] and [31], from which we draw the idea of translating of the model checking problem for $\text{TCTL}^{-G}$ to the model checking problem for $\text{CTL}^y$.

The paper presents preliminary experimental results only, but they show that the proposed verification method is quite efficient and worth exploring. Since the literature for the formal verification of diagonal timed automata does not provide any other $\text{TCTL}^{-G}$ model checking method that works on the fragments of models under consideration, we cannot compare our results with others.
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